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1 Introduction

Context-Oriented Programming (COP) is an emerging programming paradigm which aims to alleviate the management of behavioural variations resulting from context changes [6]. The basic idea is to allow the developer to focus on the business code without having to hard-code alternatives to variations in the context. A context-oriented program is defined as a set of layers dynamically activated and deactivated at runtime according to the evolution of the context.

An issue barely tackled in COP is the modelling, at a high level, of the context layers and the conditions of their activation. Two sorts of constraints on layer activation and deactivation require special attention: (1) the static constraints independent of the context status, e.g. exclusivity between the UDP and TCP protocols, and (2) the dynamic constraints evaluated at runtime, e.g. the loss of the wifi connection automatically disables the voice over IP feature.

A rather straightforward way to express the constraints of type (1) is to model each layer as a feature. The resulting feature diagram (FD) [7] represents the hierarchy of layers along with their cross-layer constraints. The constraints of type (2), however, require further investigations because they involve dynamic configuration changes and can vary from one product to another. Some approaches have already been proposed to deal with these two issues.

Fernandes et al. [4] present UbiFEX, a modelling notation extending existing FD languages with contextual information. The general FD generated with UbiFEX is composed of an FD, a context FD with the associated activation expressions, and context rules binding the context and feature models together. UbiFEX also comes with a simulation tool checking the consistency of the produced models.

Desmet et al. [3], propose the Context-Oriented Domain Analysis (CODA) which is heavily inspired by the original Feature-Oriented Domain Analysis (FODA) [7] used in product-line development. It enforces software engineers to think of context-aware systems as pieces of basic context-unaware behaviour which can be further refined by means of context-dependent adaptations at certain variation points. A context-dependent adaptation is a unit of behaviour that adapts a subpart of a software system only if a certain context condition is satisfied.

Hartmann et al. [5] introduce context variability models (CVM) to represent high-level context information of software supply chains. A CVM is a general classifier of the context of products that is expressed in a FODA like notation. The combination of the CVM and the SPL feature model results in a Multiple Product Line Feature Model where the dependencies between both models are expressed with requires and excludes links. They do not explicitly present their work as suited to self-adaptive or dynamic systems. Conversely, Desmet et al. [3] and Fernandes et al. [4] consider the dynamic evolution of the context and its impact on the model.

In this paper, we identify fundamental challenges existing at the modelling side of COP. Specifically, we focus our attention on the use of FDs to represent context layers and their extension to cope with context-dependent configuration changes.


2 Position statement

It is acknowledged that FDs are best suited to represent the variability of software product lines prior to runtime. Nevertheless, as observed in [2], it is common that the configuration of an SPL product changes at runtime. Although being a valuable solution to deal with configuration change at runtime, COP is restricted to code-level adaptations. The link between the static representation of variability and its dynamic management at the realisation level is thus missing.

The core challenges one must address to fill this gap are the following.

- **Define the type of context the model should deal with.** The context of an SPL product can be characterised as static or dynamic. The static context is the environmental information to take into consideration before running the program. The dynamic context is the environmental information entailing dynamic changes of the running system.

- **Find the most appropriate way to express context depending on its type.** Due to their very different natures, the model chosen to represent them is very likely to differ significantly. The type of context addressed will thus have to be precisely specified.

- **Define ways to scope the context to model.** Although a traditional activity of software engineering, explicit guidelines have to be defined as extensions of existing work in this area.

- **Extend the semantics of FD with contextual models.** The well known static semantics of FD [8] will have to be extended with the language used or designed to account for the context. Future work will tell whether the dynamic semantics of FD [1] should be used a basis for such extended model.

- **Map the features in the FD to the layers in COP.** At the implementation level, each feature from the FD will have to be mapped to context layers.

- **Map context constraints to layer activation/deactivation in COP.** As for features, all the elicited context constraints will have to be mapped to the running code.

- **Diagnose layer activation/deactivation.** Besides enhancing the understandability of large problems, the purpose of the model is to ease the programming task and to widen automated reasoning opportunities at runtime. Part of this reasoning will be dedicated to the monitoring of the activation and deactivation of layers, and the cancellation of the action if necessary.

- **Provide runtime diagnosis information.** Ideally, not only the achievability of the activation/deactivation should be reported to programmer, but also its proof. This way, the proper reaction to the illegal action is made possible. Note also that solution proposals could come along with the proof to facilitate problem resolution.

3 Conclusion

In this paper, we have listed several challenges one faces when linking context-oriented programming with a feature diagram used in software product line engineering. The next step of our research is to systematically address each of these points to ultimately come up with a comprehensive solution proposal.
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